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Abstract—We present the first hardware implementation for
a FPGA-based universal link for the transmission of different
low-voltage differential signaling (LVDS) connections through
a single LVDS connection between different devices. The main
objective of this work is to reduce the number of wires in a
network, for example in some satellites, with several groups of
devices, to a single LVDS connection. This paper proposes a new
communication protocol for successfully coding and decoding the
data sent through the single connection. We propose a solution
for one of the difficulties of LVDS standard due to the amount
of wires needed for a duplex connection, significantly reducing
the amount of wires required for a large network. The proposed
solution has been implemented in an Atlys board with a Spartan
6 FPGA showing promising results.

Index Terms—LVDS, FPGA, universal link

I. INTRODUCTION

Low voltage differential signaling (LVDS) is an electrical
signaling standard commonly used in industrial and consumer
electronics applications requiring high-speed communications.
The simplicity of the process allows a robust and quick
determination of the binary value based on the voltage com-
parison between a pair of wires. Some advantages of LVDS
connections are the extremely low power consumption and
transmission rates up to 3.5 Gb/s [1].

The simplest configuration for a LVDS physical implemen-
tation requires at least 2 wires for a unidirectional commu-
nication. More complex configuration requires up to 4 wires
for a full duplex communication between 2 devices. This high
demand on wires increases very quickly the complexity of the
network.

The LVDS physical layer protocol is already used in many
areas of industry. However, the focus of this research is
the aerospace industry, like Spacewire [2], [3]. The intrinsic
advantages of the LVDS protocol offer protection from radi-
ation and other noises that usually affect spacecraft network
performance. At onboard networks, the weight and the volume
occupied by the devices play an important roll at selection
of the components of the network. Because of that, a device
capable of connecting all those devices within a minimum of
connections offers a great alternative for onboard communi-
cations.

We present a solution called ’Universal Link,” capable of
fully communicate two groups of devices through a single
LVDS connection without any extra configuration in the

devices in the network. It is based on a tag-scheme where
signals are processed bit by bit, which enables the use of any
encryption protocol or another communication protocol like
I2C (inter-integrated circuit) (see examples in [4], [5]). Thus,
an universal link can provide to all devices with a virtualized
network with completely scalability ports able to form the tag-
scheme from a generic chain depending on number of inputs,
transmit through the LVDS single connection and receive all
data with a major throughput (see [6] for an example).

The Universal Link is divided in two devices connected
together by a single LVDS connection (see Fig. 1), the
multiplexer device, coding the input signals in data packets
for serializing along with a tag protocol specially designed
for a correct decodification at the demultiplexer device. This
second device finds the identifiers and saves the data so it can
be serialized again at the original frequency of the signal.

In this manuscript, we propose an improvement over the
previous identifier protocol [7]. The new tag protocol guaran-
tees that no data pack could be taken as an identifier. The
main objective in this phase of the research includes the
hardware implementation of each part of the system in two
Atlys boards connected with a LVDS protocol. This board
natively supports LVDS within the I/O ports for a quick
implementation using the provider modules and tools. Thus,
we think that this proposed solution represents a first approach
to reduce the number of wires in systems with several LVDS
communications.

We present the methodology in section II. Then, in sec-
tion III, we present the results and discussion for the tests
performed. Finally, in section IV, we present the conclusions
given this first approach.

II. METHODS

The system design involves two processes: (i) the design of
a robust system to produce the identifiers to prevent faults on
the decodification of the package sent, and, (ii) the design of a
hardware able to identify tags used from anywhere to recover
the package.

A. Identification protocol

The redesign of the protocol identification during the mul-
tiplexing process prevents confusing bits of identification
with a data packet. This error was found by comparing the
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Fig. 1. Universal link for N different communications channels
(co,c1, -+ ,cn—1) using LVDS. (a) N communication systems working

individually. (b) Same system using an universal link. Each device is in-
dependent of the network configurations.
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Fig. 2. Timing diagram of the universal link for inputs ¢ from 0 to N. We
show the new communication protocol including the initial 11’ identifier.

displacement and the plot in different positions to which could
represent an ambiguity with the original frame, and thus read
a bad package during multiplexing [7]. To make the system
robust, we add a general identifier composed of bits 11°, ID
(see Fig. 2). Which is added at the beginning of cycle-frame
data at the serializer block. This new ID is imperative to obtain
the correct frame.

B. Sampling frequency

The system arrangement of identification adds two bits at
the top of each transmitted cycle. To compute the sampling
frequency, we use

fs = (N([logy N1+ M) + 2)lem{ fi}114" (1)

where N is the number of inputs, M is the length of the
bits in each package, f; is the working frequency of each
input signal, and lcm is the least common multiple of working
frequencies of each input.

To avoid a fault during the demultiplexing process, the
amount of bits by data package have to be limited up to a
bit less than the longest identifier used in chain. Then, the
maximum length of data package is calculated as:

M pae = [logs N+ 1. 2)

C. Demultiplexer design

A general block diagram of the Universal Link transmitter
and receiver hardware is showed in Fig. 3. The hardware
dedicated to retrieving data consists of three blocks (see Fig.
3). The first one has the function to identify the beginning of
each cycle with a constant 11’ followed by the identifier of
zeros. This tag (identifier) is compared with a main register
that stores the data received from the multiplexer. Once this
potential first identifier is found, let’s call it ’beta’ for now,
the process continues to the comparison block, analyzing

the following identifiers according to a predetermined logical
order. Due to the dynamic nature of the compared register,
it should not always wait until the new IDs are registered.
After a failed comparison, raw data are stored in the registers
and it should be compared while entering new data. Once
the identifiers are found, and therefore the data sent, the
demultiplexer is enabled and the data packages are recovered
from the correct frame of information. Finally, each package
of data is serialized.

These processes involve a delay to the output of the data.
However, since the delay is constant in terms of number of
clock periods, this does not affect the final transmission. The
testing and implementation are conducted to determine the tol-
erance parameters for application and technical requirements
for implementation. The delay is based on the number of
signals N, the number of bits in each package M, and the
specifications of the FPGA used.

D. Implementation of the full system

During the implementation of an arrangement for the oper-
ation, both blocks (see Fig. 3) were implemented in the same
Atlys board [8]: the multiplexer (see [7]) and the demulti-
plexer. For a first test, they were internally connected between
a serial signal from the multiplexer to the demultiplexer input.
Thus, N inputs are defined from the board switches and output
data can be viewed on the board LEDs. On this situation the
real time constraints were not considered, but, although it was
a single board implementation, delays processes took place
due to the latency of each block and signal propagation.

For the final system, two subsystems are implemented in
different Atlys boards, one for the multiplexer and another one
for the demultiplexer. The signals to be tested are sent from
one board (multiplexer) to the other board (demultiplexer)
using a VHDCI Male-to-Male cable.

III. RESULTS AND DISCUSSION

The initial implementation of the system was performed
using an Atlys Spartan 6 board [8] for both the multiplexer and
demultiplexer for the purpose of performance testing and de-
coding the multiplexed packets. After testing the performance
for different input configurations and data sent, the system is
implemented in different cards.

A. Multiplexer and demultiplexer simulation

The communication protocol based on identifiers was tested
using the ISIM simulator! for a number of inputs from
N = 3 to 8 signals. The working frequencies were 3 and
5 MHz for the input signal and according to (1), the sampling
frequency fs; was set to 270 MHz. The demultiplexer for
decoding showed a maximum of 200ns to find and extract
data identifiers sent. In Fig. 4, the simulation shows that there
is a constant delay in the transmission of 1360ns.

! Available online: http://www.xilinx.com/tools/isim.htm
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Fig. 4. Simulation of the signals of both communication blocks on the same board. (i) Clock of sampling frequency working at 270 MHz. (ii) Input signal
connected to multiplexer. (iii) Recovered data from demultiplexing process. (iv) Working frequency of input signal connected to transmitter (5 MHz). (v) Bits

sent through the LVDS connection. (vi) Data packages to be sent.

B. Resources and maximum frequencies: Multiplexer

Two approaches were used as guidelines for implementa-
tion: (i) time optimization and (ii) area optimization, focused
in reducing the delay in processing the signal or the resources
required in hardware, respectively. Table I shows the number
of slice LUTs used to implement the multiplexer in the Xilinx
Spartan 6 [9]. The tests were conducted for up to N = 8
inputs, each configuration operating with all possible quantities
of bits per data packet based on (2).

Corresponding to the maximum frequency of the device
according to that configuration, Fig. 5 shows the results
based on the place and route phase step design implemented
using the ISE design suite 14.7. We can clearly see that the
maximum frequency does not has high variations depending
on the number of input signals, as there is no difference in the
number of data bits per packet increases. Even at the highest
point of the graph, this frequency is maintained below the
maximum permitted in the hardware used for implementation.

C. Resources and maximum frequencies: Demultiplexer

In the case of the demultiplexer block, the amount of
resources used increased due to the Finder/Identifier block (see
Fig. 3) as it is show in Table II compared to Table I as it can
be seen in Fig. 6 . Also the maximum working frequency of
the device does not change among several numbers of input
signals or bits in the data package. Even at the highest working
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Fig. 5. Multiplexer: results of the maximum working frequencies at the
Spartan 6 board Atlys optimized for minimum resources consumption with
N =3 —8and M =1 — 5 for each case respectively.

TABLE I
NUMBER OF LUTS USED IN THE MULTIPLEXER. IMPLEMENTATIONS: (I)
TIME OPTIMIZATION AND (II) AREA OPTIMIZATION.

Time optimization Area optimization

N \M 1 T2]3 714 1 T2]37]4
3 20 | 21 | 22 - 18 | 21 | 22 -

5 21 | 24 | 27 | 31 23 | 24 | 25 | 27

7 25 |1 26 | 33 | 37 24 1 25 | 26 | 31

8 19 | 25 | 34 | 38 25 | 28 | 29 | 39
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Fig. 6. Demultiplexer: results of the maximum working frequencies at the
Spartan 6 board Atlys optimized for minimum resources consumption with
N =3—8and M =1 —5 for each case respectively.

TABLE 11
NUMBER OF LUTS USED IN THE DEMULTIPLEXER. IMPLEMENTATIONS:
(I) TIME OPTIMIZATION AND (II) AREA OPTIMIZATION.

Time optimization Area optimization
N \M 1 T 237 4 1 T 237 4
3 69 78 85 - 64 70 74 -
5 169 | 184 | 180 | 179 145 | 155 | 150 | 157
7 196 | 199 | 194 | 203 166 | 168 | 175 | 182
8 186 | 189 | 195 | 201 177 | 179 | 184 | 193

frequency, the device can still be successfully implemented in
the Atlys Spartan 6 board.

D. First tests on a hardware implementation

We use a Universal Asynchronous Receiver/Transmitter
(UART) component [10] as a first approach for testing the
system design. Systematic tests were performed between the
FPGA and the PC. The UART protocol provides 9 bits per
package of sent data including 1 start bit and a byte of
information. Those 9 bits were connected to the multiplexer
input and then recovered at the demultiplexer to be sent back
to the PC. For the test, the bit rate for the UART protocol was
set to 9600bps. It is important to mention that this is not the
final set of tests for the hardware implementation. Tests for
higher speed communications rates and other testing methods
for particular aspects in the design must be done for fully test
of the system design.

The goal of working with the UART protocol set to 9600bps
was to make a first hardware implementation. This time the
tests were oriented to recover the information sent by the
computer and then showed it back. Through extensive tests
consisting of sending large strings of data, the device behaved
as it was expected.

In the case of operating in two different Atlys boards con-
nected by the LVDS VHDCI cable, a new state at the UART
controller component had been created. It allows the transmit-
ter to wait until the receiver had received, processed and sent

the entire byte of information as the UART protocol required
feedback between the transmitter and receiver components.
After different tests, the time for processing the information
would depend on the configuration and characteristics of the
network devices; 20us were the time chosen to have enough
time for the processing steps and continue the normal traffic
of information. These tests using a UART interface does
not allow us to test the system at full speed. However, it
has been used as a proof of concept for this first hardware
implementation.

IV. CONCLUSIONS AND FUTURE WORK

The new tag-based protocol for encoding the data and the
identifiers was successfully tested for up to eight input signals
at the multiplexer device. For the effective reconstruction of
the serialized bits sent over the LVDS connection, a new
relationship between the number of bits in each package and
the number of input signals at the multiplexer was developed.

The multiplexer device and the demultiplexer device were
implemented in two different Atlys boards. The input data
at the multiplexer was successfully recovered at the receiver
device and visualized at the output ports of the board.

Future work includes a testing of the LVDS tag protocol
using the I2C protocol for a full duplex communications
between two Atlys Spartan 6 boards.
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